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Abstract 
As the technology is improving the memory devices are becoming larger, so powerful error correction codes are 

needed. Error correction codes are commonly used to protect memories from soft errors, which change the 

logical value of memory cells without damaging the circuit. These codes can correct a large number of errors, 

but generally require complex decoders. In order to avoid this decoding complexity, in this project it uses 

Euclidean geometry LDPC codes with one step majority decoding technique. This method detects words having 

error in the first iteration of the majority logic decoding process and reduces the decoding time by stopping the 

decoding process when no errors are detected as well as reduces the memory access time. And the result 

obtained through this technique also proves that it is an effective and compact error correcting technique. 

Key Words-Error correction codes, Euclidean geometry low density parity check codes, memory, majority 

logic decoding. 

 

I. INTRODUCTION 
Low density parity check codes was first 

introduced by Gallager in 1962 mainly for error 

detection and correction purposes. It is also called as 

finite geometry LDPC codes. They have minimum 

distances and their tanner graphs are free of cycles of 

length 4.These properties allow them to perform well 

with iterative decoding using the sum-product 

algorithm. Long finite-geometry codes decoded with 

sum-product algorithm perform close to Shannon‟s 

theoretical limit. This is the minimum signal to noise 

ratio required to achieve essentially error free 

communication.  

This is the first class that includes with 

algebraic, rather than random, construction of 

increasing lengths with performance approaching the 

Shannon limit. These decoding methods for finite 

geometry LDPC codes range from low to high 

decoding complexity and from reasonably good 

performance to very good performance. They offer a 

wide range of tradeoffs among decoding complexity, 

decoding speed and error performance.  

In this method it accelerates a serial one step 

majority logic decoding technique in which it detects 

the word having error in the first iteration and then 

corrects the error word and finally performs the 

decoding  
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Fig 1.Detector and corrector in EG geometry 

 

II. ONE STEP MAJORITY LOGIC 

DECODING 
It is the fast and relatively compact error 

correcting technique. There is a limited class of 

ECCS one step majority logic decoding process. It 

has the advantage of reducing the decoding time as 

well as memory access time. 

The below figure shows the serial one step 

majority logic decoding technique. 
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Fig 2.Serial one step majority logic decoder for 

(15,7) EG hamming  code 

 

The two basic steps involved in calculating 

the detected codeword are as follows: 

1) Generate parity check sums by computing the 

inner product of the received vector and the 

appropriate rows of parity check matrix. 

2) The check sums are fed into a majority gate. The 

output of the majority gate corrects the bit by 

inverting the value if the output of majority gate 

is “1”. 

The serial majority corrector takes cycles to 

correct an erroneous codeword. If the fault rate is 

low, the corrector block is used infrequently; since 

the common case is error-free code words, the 

latency of the corrector will not have a severe impact 

on the average memory read latency. 

The one step majority logic detector can be 

used to correct all the n bits of the received codeword 

of a cyclic code. To detect each code bit, the received 

encoded vector is cyclic shifted and fed into the XOR 

gates. The information bits are fed into the encoder to 

encode the information vector. The fault secure 

detector of the encoder verifies the validity of the 

encoded vector. If the detector detects any error the 

encoding operation must be redone to generate the 

correct codeword. The codeword is then stored in the 

memory. During memory access operation, the stored 

codeword‟s will be accessed from the memory unit. 

A corrector unit is designed to correct potential errors 

in the retrieved codeword‟s.  

MLD is based on a number of parity check 

equations which are orthogonal to each other, so that 

at each iteration each codeword bit participates in one 

contributes to all equations. For this reasons the 

majority result of these parity check equations decide 

the correctness of the correct bit under decoding. 

Generic schematic of a memory system is depicted 

for the usage of an ML decoder.  

In this method initially, the data words are 

encoded and then stored in the memory the resulting 

sums are then forwarded to the majority gate for 

evaluating its correctness. If the number of 1‟s 

received in is greater than the number of 0‟s, which 

would mean that the current bit under decoding is 

wrong and a signal to correct it would be triggered. 

Otherwise, the bit under decoding would be correct 

and no extra operations would be needed on it and it 

increases decoder. However they require a large 

decoding time that impacts memory performance.  

In order to improve the decoder 

performance, alternative designs may be used. One 

possibility is to add a fault detector by calculating the 

syndrome, so that only faulty code words are 

decoded. Since most of the codeword will be error 

free, no further correction will be needed therefore 

performance will not be affected. Although the 

implementation of an SFD reduces the average of the 

decoding process. 

 

A. Encoder 

Fig 3.Encoded data from encoder (7-bits of 

information) 

 

In encoder the input bit of 7bits of 

information is encoded .It produces encoded bits in 

which it has information as well as parity check bits 

.These parity bits are responsible for detecting the 

presence of error and hence correct the erroneous 

word. The 

outputproducedwillbeencodedbitsc1,c2,c3,c4,c5,c6,c

7,c8,c9,c10,c11,c12,c13,c14.In general the encoder 

transfers the following input information to the 

memory. Here the input is the 7-bits of information, 

and then the encoded input is stored in the memory 

devices of the electronic devices. 

 

B .Detector & Corrector 

The basic operation of the detector is to 

generate the syndrome vector. This is obtained by a 
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matrix multiplication on the received coded vector c 

and the transpose of the parity check matrix H, 

S=C*(H^T) 

 
Fig.4.Fault secure detector for (15, 7, 5) EG-LDPC 

codes 

 

The encoded bits and one row of the parity 

check matrix is multiplied to get the syndrome vector 

.If the calculated syndrome consists of the presence 

of ones, then an error is believed to have occurred. 

All zeros indicate no error. 

The vector matrix multiplication is 

implemented with the help of XOR gates. The input 

to these gates depends on the weight of parity check 

matrix. If the weight is assumed to be p then p input 

XOR gates are required. Else two (p-1) input gates is 

required. As shown in the above diagram, each 

syndrome bit is calculated using separate XOR gates. 

Therefore there is no logic sharing in the detector 

implementation and hence is a fault secure detector. 

The final error detection signal is implemented by an 

OR function of all the syndrome bits. The output of 

this n-input OR gate is the error detector signal. 

 

C. Decoder 

In the decoder the corrected bits are 

decoded. In general the decoder recovers the original 

data which is send by the sender. The input of the 

decoder is totally 15-bits of data in which it consists 

of 7bits of information and 8 bits of encoded bits. 

This recovery is based on Euclidean geometry which 

means distance between 1‟s must be small. 

According to this geometry it selects the information 

bits and performs the XOR operation. Hence the 

output will be the error free information bits. 

 

 

 

 

 

 

 

 

                D. Flowchart for MLD 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

Fig 5 flow chart for MLD 

 

The 15-bits of data is given as output to 

decoder. These 15 bits of data consists of 7bits of 

information bits and 8 bits of parity bits. Then 

calculate the syndrome bits and check whether the 

syndrome bit is “1” or “0”.If the syndrome bit is “0” 

then it is considered to be error free whereas if the 

syndrome bit is “1” then it is considered to be error. 
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III. APPLICATIONS They are used in every device which 

consists of memory .They are used in the following 

applications: 

 Data storage devices 

 Wireless cellular network 

 Satellite broadcast 

 

IV. EXPERIMENTAL RESULTS 

 
Fig. 6 Stimulated waveform 

 

Fault secure detectors detects fault in the 

encoded bits .If fault is detected the encoding 

operation is redone. So the core operation of the FSD 

is to find the syndrome vector .So first the generator 

matrix is generated and its transpose is found. Then 

the syndrome vector is found. Then the syndrome 

vector is found by multiplying the coded bit with the 

transpose of parity check matrix. Now if all the bits 

of syndrome vector are „0‟ then there is no fault the 

parity check matrix. Now if all the bits of the 

syndrome vector are „0‟ then there is no fault. 

 

V. CONCLUSION 
A fully fault-tolerant memory system is 

presented that is capable of tolerating errors not only 

in the memory bits but also in the supporting logic 

including the ECC encoder and corrector Euclidean 

Geometry codes are used. These codes are part of a 

new subset of ECCs that have FSDs. Using these 

FSDs a fault-tolerant encoder and corrector is 

designed, where the fault-secure detector monitors 

their operation. A unified approach to tolerate 

permanent defects and transient faults is explained. 

This unified approach reduces the area overhead. 

Without this technique to tolerate errors in the ECC 

logic, reliable (and consequently lithographic scale) 

encoders and decoders are required. Accounting for 

all the above area overhead factors, all the codes 

considered here achieve memory density of 20 to 100 

GB/nm, for large enough memory (0.1 GB). 
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